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Abstract

The addition of non-adsorbing polymer to a colloidal suspension induces
an interparticle ‘depletion’ attraction whose range and depth can be ‘tuned’
independently by altering the polymer’s molecular weight and concentration
respectively. Over the past decade, one particularly simple experimental
realization of such a mixture has been studied in considerable detail:
nearly-hard-sphere particles of poly(methyl methacrylate) and random-coil
polystyrene dispersed in simple hydrocarbon solvents (mainly cis-decalin). The
simplicity of the system has enabled rather detailed comparison of experimental
findings with theory and simulation. Here I review the current understanding
of the equilibrium phase behaviour, structure, phase transition kinetics, and
metastability of this model colloid—polymer mixture. These findings form a
useful reference point for understanding more complex mixtures. Moreover,
in some cases, insights gained from studying this model system have relevance
beyond soft-condensed-matter physics, e.g. in understanding the liquid state,
in controlling protein crystallization, and in elucidating the nature of glasses.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

The work of Peter Pusey with his collaborators in the 1980s established that suspensions of
poly(methyl methacrylate) (PMMA) particles sterically stabilized by chemically grafted poly-
12-hydroxystearic acid (PHSA) behaved like almost perfect hard spheres. Their equilibrium
phase behaviour in the test tube matched that predicted by computer simulations, showing
coexistence of colloidal fluid and crystal phases in the range 0.494 < ¢ < 0.545 (where ¢
is the volume fraction) [1]. The colloidal crystals were found, using static light scattering, to
consist of hexagonally packed layers of particles stacked in a random sequence [2], consistent
with the simulation result that face-centred cubic and hexagonal close-packed arrangements of
hard spheres would have very similar free energies [3] (more accurate simulations have since
been achieved using novel methods; see, e.g., [4]). The diffusive dynamics of the particles
within the fluid phase, probed by dynamic light scattering, were also consistent with them being
hard spheres [5]. A glass transition occurred at ¢, ~ 0.58, where the ‘caging’ of particles by
their neighbours became essentially permanent and rearrangements leading to crystallization
did not occur [1]. The non-decaying component of the density fluctuations in the glass phase,
again probed by dynamic light scattering [6], showed significant agreement with some of
the first calculations made on hard-sphere glasses using mode-coupling theory [7]. Finally,
binary mixtures of PMMA particles with specific ratio of radii were found to give rise to
various superlattice, or alloy, phases at high densities [8], consistent with simulations based
on packing considerations [9].

Many of these achievements were ably reviewed by Peter himself in his Les Houches
notes [10], published in the same year that he took up the Chair of Physics in Edinburgh. In
these notes, Peter described the ‘colloids as atoms’ approach. Since colloids undergo Brownian
motion, they explore configurational space and will, given time, come to thermodynamic
equilibrium. The tools of statistical mechanics, honed in the context of atomic and molecular
materials, can therefore be ‘borrowed’ to discuss the behaviour of colloids. This approach is
likely to be particularly fruitful in cases where the particles have well-characterized size, shape,
and interaction—‘model colloids’. Peter’s own work on hard-sphere PMMA particles has done
much to establish this ‘paradigm’ for modern colloid physics. (For a historical perspective on
this approach, see the article by Haw in this Special Issue [11].)

When, as a complete novice to colloids, I read Peter’s Les Houches review in 1991, the
brief section on colloid—polymer (CP) mixtures particularly held my attention. The exclusion
of polymer from the region between two nearby particles leads to an unbalanced osmotic
pressure pushing them together [12, 13], which can be modelled as an ‘effective attraction’;
figure 1. The range and depth of this ‘depletion attraction’ are controlled by the polymer’s size
and concentration respectively. The simplest conceivable system of this kind (at least for a
physicist!) would be hard spheres mixed with a non-adsorbing polymer, where the latter is itself
dissolved in a ‘theta solvent’ with the result that their mutual interaction is minimal (i.e. the
polymers are close to being ‘ideal’). In an important paper, Gast et al had already calculated
the phase behaviour of just such a mixture [14], but the full range of their predictions had
not been unequivocally confirmed in the early 1990s (e.g. there was no report of three-phase
coexistence); the experimental literature in fact contained a number of observations that did
not fit within the theoretical scheme (e.g. some of the optical micrographs published by Sperry
suggested various non-equilibrium aggregates [15]).
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Figure 1. A schematic illustration of the depletion interaction. The centre
of a polymer molecule (coil) is excluded from coming closer than a certain
distance, approximately its own radius of gyration, to the surface of a
colloid (full circle) because of the high entropic cost of configurational
distortion. Each colloid is therefore surrounded by a depletion zone
(dotted circle) within which there is essentially no polymer centres of
mass. If a colloid (such as C) is far away from other particles, the
osmotic pressure of the polymer on the particle is isotropic. If, however,
the surface of two colloids (such as A and B) are closer than twice the
size of a depletion zone, then there is no polymer in the lens-shaped
(shaded) region, and a net (osmotic) force presses the particles together—
the depletion attraction.

Reading Peter’s Les Houches review and in discussions with him, it seemed to me in
1991 that the basic physics of CP mixtures should be a fruitful field for investigation (see
also the historical remarks by Piazza in this Special Issue [16]). Moreover, Peter’s work
had rendered PMMA particles a good model system for just such investigations, provided
that a suitable well-characterized, non-adsorbing, close-to-ideal polymer could be found.
Polystyrene (PS) dissolved in the hydrocarbon solvents typically used for dispersing PMMA
colloids (particularly cis-decalin) turned out to be just such a polymer. Much of the work of
the Edinburgh group over the last decade has been devoted to the exploration of the effect of
adding PS to PMMA suspensions, both as a basis to understand more complex mixtures, and
as a laboratory for elucidating generic issues in condensed matter and statistical physics. More
recently, other groups have also contributed new data on this system. To date, it is perhaps the
most comprehensively explored CP mixture in the literature. Information on this model system
has so far not been brought together in one place. A Special Issue in honour of Peter’s 60th
birthday seems a good place to do this. Below, I briefly describe our model CP system, and
then successively review what is known about its equilibrium phase behaviour and structure,
phase transition kinetics, and long-lived metastable states (glasses and gels), identifying gaps
in our knowledge as I go along.

I'should stress that the experimental, theoretical, and simulational literature on CP mixtures
is large and growing. What follows is not intended in any way as a review of this literature.
(Indeed, such a comprehensive review remains to be written.) My aim is far more limited—
to summarize and discuss what is known about a particularly well-studied, very simple
experimental model system. I take this opportunity to discuss some issues arising out of
earlier publications that have become clearer with subsequent investigations, and to present a
number of somewhat heuristic explanations for various observations. A very brief review of
some of the same material has been given before [17].

2. The system

Sterically-stabilized PMMA particles were synthesized according to published proce-
dures [18]. Some of the evidence that they behave as almost perfect hard spheres have already
been briefly reviewed in the previous section (see also [19]). In our experiments, they were
dispersed mainly in cis-decahydronaphthalene (cis-decalin). Sometimes, in order to match
the refractive index of the particles to that of the dispersing medium, tetrahydronaphthalene
(tetralin) was added. Tetralin is absorbed to a certain extent by the particles, giving rise to
swelling over the course of days to weeks [20]. Particle radii were measured by static and/or
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dynamic light scattering. The volume fractions of colloid stock solutions were determined by
bringing them into the crystal-fluid coexistence region and measuring the fraction of the total
volume occupied by the crystalline phase.

The interaction between PHSA brushes grafted onto PMMA under conditions closely
similar to those on the surface of our model colloids has been measured directly using atomic
force microscopy [21]. As expected, the potential rises to many kg7 over a few nm after
the PHSA brushes touch each other. This small degree of softness makes no difference to
the physics surveyed in this review. (However, the contribution by Auer and Frenkel in this
Special Issue shows that a small degree of softness very significantly changes crystal nucleation
rates [22].)

The polymer we used was random-coil PS. Its properties in arange of hydrocarbon solvents
have long ago been characterized in detail by Berry [23]. In particular, Berry found that cis-
decalin was a theta solvent for PS with T, = 286 K. The extent to which it becomes non-ideal
away from Ty is measured by the dimensionless ‘Fixman parameter’, z, which depends the
temperature 7 and the polymer molecular weight M,, according to

T
7 = 0.00975 /M, (daltons)(] - 7‘9) (1)
The radius of gyration at Ty was found to scale (as expected) with the square root of My,:
rg<9> (nm) = 0.028y/M,, (daltons). 2)

Away from Ty, Berry determined the coil swelling, r, / r asafunctionof z. Our experiments
were typically performed at a temperature of 292 +2 K, where coils should be slightly swollen.
The radii of gyration of the PS used in our experiments were typically estimated using Berry’s
results, although direct checks using dynamic light scattering were made from time to time
(see, e.g., [24]).

The interaction between PMMA particles and PS has not been measured directly to date.
It is a priori plausible they should be mutually non-adsorbing. The chemically grafted PHSA
layer on the PMMA particles functions as steric stabilization because it is in a good solvent; cis-
decalin is a better-than-theta solvent for PS at room temperature. We therefore expect mutual
repulsion. Diffusion measurements of very dilute PMMA particles in a cis-decalin solution of
PS returned values of the hydrodynamic radius that were consistent with no adsorption [20].

Using laser trapping of particles (‘optical tweezers’), it is now possible to measure
directly forces (see, e.g., [25]) and therefore interaction potentials in the colloidal domain.
The depletion attraction induced by non-adsorbing polymers between a particle and a hard
wall (essentially another particle with infinite radius) has been measured directly in this way
(e.g.[26]). It would be of interest to carry out such measurement in our system, which, amongst
other things, should provide more evidence for non-adsorption. Very interestingly, Starrs and
Bartlett have recently measured the correlated fluctuations of two PMMA particles in a solution
of PS in trans-decalin using optical tweezers [27]; their data are consistent with the presence
of a depletion zone of polymers round each particle.

3. Equilibrium phase behaviour

3.1. Hard spheres and near-ideal polymer: how to make a liquid

The equilibrium phase diagrams of PMMA particles with R ~ 220 nm mixed with PS of three
different molecular weights are shown in figure 2 [28]. The theory of Gast eral [ 14] predicts that
the topology of the phase diagram depends on the range of the depletion attraction, which as a
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Figure 2. The phase diagram of PMMA colloids and PS polymer dispersed in cis-decalin
at 292 K at three size ratios (£, given in figures). Horizontal axis: colloid volume fraction
(¢); vertical axis: polymer concentration (cp). Circles = fluid, diamonds = gas + liquid,
crosses = gas + liquid + crystal, plus signs = liquid + crystal, squares = gas + crystal,
triangles = aggregation/gel, stars = glass. Curves are guides to the eye to the boundaries of
the various multiphasic regions. Reproduced from [28].
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fraction of the hard-sphere diameter can be estimated by & = r,/R. As predicted, the addition
of sufficiently small polymers (¢ ~ 0.08) merely expands the fluid—crystal coexistence region
of the parent hard-sphere system. In accordance with the ‘primitive model’ of Lekkerkerker
et al [29], the tie lines in the fluid—crystal coexistence region were found to be slanted [24],
indicating polymer partitioning between the coexisting phases. At larger &, a critical point
appears in the phase diagram. Referring to the phase diagram for § ~ 0.57, we found that
at moderate volume fractions (say, ¢ ~ 0.2), progressive addition of polymer brought about
gas—liquid coexistence, gas—liquid—crystal coexistence, and gas—crystal coexistence. Note that
triple coexistence can be observed in an extended, triangular region in the phase diagram. At
a crossover value of & ~ 0.24, a liquid phase still exists, as indicated by the observation of a
finite triple-coexistence region; but the width of the gas—liquid region has become unobservably
narrow.

These experimental results confirm that an interparticle attraction (here a depletion
attraction) of sufficiently long range is needed for a thermodynamically stable liquid phase
to exist. This can be understood heuristically by the following argument, summarized
schematically in figure 3. (This argument was suggested to me in outline by Peter Pusey
some years ago, and first sketched out in [30].)

In a system of (classical) particles with long-range attraction, the melting transition is (like
in hard spheres) entropically driven (since the potential experienced by each particle due to the
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sum of contributions from its neighbours should be essentially flat, giving a trivial, constant
internal energy contribution to the free energy [31]). When the close-packed crystal (¢ ~ 0.74
in hard spheres) expands in volume by about one third (to ¢ = 0.545 in hard spheres), rigidity
is lost. (This is the physics behind the ‘Lindemann criterion’ for melting [32].) Now consider
the effect of shrinking the range of the interparticle attraction.

If, at the point of loss of rigidity, neighbours are still within range of each others’ attractive
potential, a dense liquid phase is possible—whether it actually occurs then depends on whether
the thermal energy is enough to enable particles to overcome their mutual attraction (i.e. whether
one is above or below the critical point). If, however, the range of the interparticle attraction is
shorter than a certain critical value, expansion of the crystal to the point of loss of rigidity would
bring neighbours out of range of each other’s attraction, so the crystal would catastrophically
fall apart, giving a low-density gas. Expansion of the density by ~1/3 corresponds to a ~10%
increase in the average interparticle spacing (cf the Lindemann criterion). If the interparticle
attraction has a range of about twice this, then in the crystal at melting density, each particle will
always stay within range of its neighbours as it executes thermal motion in the cage formed by
these neighbours. This argument therefore suggests a crossover when the range of interparticle
attraction is ~(0.2 of the hard-core repulsion.

This line of reasoning should apply directly to particles that have a simple attraction for
one another. So it is interesting that simulations of hard particles with a Yukawa tail predict
that the gas—liquid critical point disappears when the Yukawa range is less than about one sixth
(~0.16) that of the hard-core diameter [33]. An effective two-body depletion attraction only
captures part of the physics in a CP mixture. Thus the experimental value of §&. ~ 0.24 in our
model system only provides partial support for the scheme suggested above. Note that simple
theories for CP mixtures return a value of & ~ 0.3 [14, 29] (see further: section 3.4 below).

The fluid—crystal coexistence boundary in our simple model system at £ < & can be
mapped onto that of globular protein solutions if the strength of the interparticle attraction is
measured in terms of the second virial coefficient [34]. This suggests that at least for some
purposes, complex globular proteins can be approximated simply as ‘sticky particles’.

3.2. Effect of temperature, polymer non-ideality, and polydispersity on phase behaviour

3.2.1. Temperature and polymer non-ideality. Increasing the temperature of our model CP
mixture has at least two qualitatively distinct effects on its equilibrium phase behaviour. First,
because the polymer coils expand, the size ratio & changes. This effect is what the simple
theories of Gast et al [14] and Lekkerkerker ef al [29] addressed. However, changing the
temperature also changes the degree of coil non-ideality (see equation (1)).

A simple perturbative treatment taking into account changing size ratios and polymer non-
ideality [35] found that at temperatures just above Tj there was no systematic movement of the
phase boundaries (i.e. they do not all move up or all move down in the phase diagram). This
is consistent with the limited data available at that time for both § < & [24] and & > & [35].
Recent, more detailed experiments support this general conclusion, although a number of
interesting details have been found [36].

An attempt to isolate the effect of polymer non-ideality can be made by changing the
polymer topology and keeping & = r,/R constant. This can be done using star polymers.
A star polymer of functionality f consists of f linear chains bonded to a common centre.
(In particular, a star with f = 2 is a linear chain.) It is known that as f increases, the
polymer—polymer (PP) interaction becomes increasingly non-ideal, approaching that between
hard spheres at very large f [37]; the polymer—colloid interaction also becomes increasingly
hard [38].
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We recently investigated the phase behaviour of a colloid + star polymer mixture in
which star polymers of various f but (approximately) constant r, were mixed with PMMA
colloids [39]. The arms in the star were made of polybutadiene, for which cis-decalin is a good
solvent. (Thus the f = 2 data were not directly comparable to the ‘standard model’ of PMMA
particles and PS in cis-decalin, where the polymeris almostideal.) The sizeratio § = r,/R was
kept constant at ~0.5. We found that the phase diagram for the f = 2, 6, 16, and 32 mixtures
were topologically identical to that shown in figure 2(c). However, the stability of the liquid
phase progressively decreased with increasing f. (Observationally, the size of the gas—liquid
coexistence region shrinks.) Extrapolating from these findings, we speculated that a mixture
of f = 64 star polymers and hard-sphere colloids at this size ratio might behave as a binary
hard-sphere mixture as far as phase behaviour was concerned. Thus we may expect superlattice
structures of the AB, and AB; kind first discovered by Peter and his co-workers [8, 9] using
two-sized mixtures of PMMA particles. The synthetic opportunities offered by star polymers
opens up the possibility of self-assembling binary colloidal crystals with two species that have
very different functional characteristics.

3.2.2. Polydispersity. Real colloids are necessarily polydisperse. This fact is often regarded
as an inconvenience in the study of phase transitions by colloid physicists, the assumption being
that polydispersity has little that is of fundamental importance to reveal. The overwhelming
majority of theories/simulations simply ignore it altogether. One exception was a short paper
by Peter Pusey [40] in which he suggested that the maximum polydispersity for hard-sphere
crystallization could be estimated by

1/3
Omax = <%) - ls (3)

where ¢, = 7/ V18 2 0.74 is the maximum (close-packing) volume fraction of crystals and

m = 0.545 is the hard-sphere melting volume fraction. The physical content of this estimate
is simply that the whole distribution of particle sizes could be accommodated, just, by the
‘rattling room’ available to the crystal at melting (cf the Lindemann criterion for melting).
Equation (3) gives omax ~ 11%, in almost perfect agreement with experimental observations.

This ‘Pusey-Lindemann’ argument can be turned on its head to make an interesting
prediction on the effect of polydispersity for CP mixtures [41]. At small &, adding polymer
merely expands the fluid—crystal coexistence region in the phase diagram (cf figure 2(a)).
This means that at progressively highly polymer concentrations, increasingly dense crystals,
with ¢ — ¢, coexist with increasingly dilute gas, with ¢ — 0. The Pusey-Lindemann
argument then suggests that for a given polydispersity o < 11%, crystallization should
become impossible beyond a certain critical polymer concentration; the density of crystals
at this polymer concentration is related to o by equation (3). This has been confirmed by
experiments [41, 42].

Polydispersity is, in fact, an interesting phenomenon in its own right. How to calculate the
equilibrium phase behaviour of an effectively infinite-component system, in particular how to
obtain the particle size distributions in coexisting phases (‘fractionation’), is a problem that
has attracted considerable attention recently (see the review in [43]). We have studied phase
separation in PMMA colloid with o = 0.18—too polydisperse to give colloidal crystals [40]—
with added PS at the (average) size ratio (§) ~ 0.54 [41, 44]. The only multiphasic region
in the phase diagram of this system is that of gas—liquid coexistence (cf removing the crystal
phase from the phase diagram in figure 2(c)). Experiments showed that the phase separation
produced significant fractionation of the colloid, with the bigger particles being found in the
denser, liquid phase. This is intuitively reasonable, since the depletion attraction is greater for
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larger particles [12, 13]. Detailed measurements revealed that, within experimental error, the
first three moments of the particle size distributions in the coexisting gas and liquid phases
obey the following relationship:

AR _ (052
R (TS>AG . 4)

Here AR and Ac? are the difference in average radii and squared polydispersity between
coexisting phases, and (R), aﬁ, and tg are first, second, and third moments of the particle size
distribution of the parent colloid before phase separation (defined with suitable normalization—
see [44, 45] for details). The conditions under which this and other ‘moment relations’ may
hold in polydisperse phase separation has been analysed [46].

The effect of polydispersity on the phase behaviour of a hard-sphere + polydisperse ideal
linear polymer mixture has also been analysed theoretically [47, 48] using a generalization
of the approach of Lekkerkerker et al [29] but has not, to our knowledge, been studied
experimentally. Very recently, however, we have studied phase separation in a mixture of
PS spheres and worm-like surfactant micelles [49]. These micelles behave as a solution
of highly polydisperse (living) polymers. The position of the gas—liquid phase boundary is
reasonably well predicted [50] by incorporating the living-polymer size polydispersity into the
free volume approach [29].

3.3. Equilibrium structure and particle dynamics

Compared to the relatively detailed investigation of equilibrium phase behaviour already
reviewed, there is little information on the equilibrium structure of the various phases in
our model CP mixture. Even less is known about the dynamics of such systems at thermal
equilibrium.

The only detailed investigation of equilibrium structure [30] was performed on a sequence
of three colloidal liquids at triple coexistence (i.e. the liquid corner of the three-phase triangle;
see figure 2(b) or (c)) with progressively smaller £. As the crossover polymer-to-colloid size
ratio, &, is approached, the gas—liquid critical point merges with the gas—liquid edge of the
triple triangle (cf figures 2(c) and (b)). The liquid state at triple coexistence at or around &,
should therefore show critical features, e.g. long-range density fluctuations. Such fluctuations
were indeed found by measurement of the colloid—colloid (CC) static structure factor, Scc(Q)
(where Q is the magnitude of the scattering vector) using a novel application of ‘two-colour
dynamic light scattering’ [51]. Scc(0) provides a measure of the amplitude of fluctuations in
the colloid density; figure 4 suggests that its value is highest for the system with £ = 0.24,
which is very close to the crossover size ratio in our system (see figure 2(c)). This trend of
increasing fluctuations as one approaches &, was also seen by direct observation using phase
contrast microscopy.

No measurement of the structure of colloidal crystals in our model CP mixture has been
attempted to date; in particular. In the case when £ is small, the short-range nature of the
effective interparticle attraction suggests that the free energy difference between different
stacking sequences of hexagonal planes will again be small, so we expect random stacking.

3.4. Comparison with theory

There has been much recent theoretical and simulational effort in calculating the equilibrium
phase behaviour of simple CP mixtures and the structure of non-ordered (fluid) states. The
following table summarizes a number of different approaches. When both gas—liquid binodals
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Table 1. Theory and simulation of model CP mixtures.

Model Polymer Gas-liquid  Crystal & S(Q)
PTAO [14] Non-additive points Y Y 032 N
MFAO [29] Non-additive points Y Y 032 N
LP [52] Ideal random walk Y Y 045 N
PYAO [53] Non-additive points N N — Y
EPAO [54] Non-additive points Y Y 20.4 Y
SIMAO [55]  Non-additive points Y N — N
EPIP [55] Self-avoiding walk Y Y 034 Y
PRISM [56] Interacting ideal coils Y [57] N — Y
ST [58] ST Y Y — N

(‘gas—liquid’ in the table) and the melting/freezing lines (‘crystal’ in the table) are calculated,
the size ratio above which a critical point appears in the phase diagram, &, can be determined.
Some authors also calculate static (CC) structure factors, S(Q). The different methods differ
chiefly in the way the polymer is treated, and then in the methods used to solve the statistical
mechanics. (I have tried to capture these two aspects in the acronyms given: see the explanation
in the following discussion.)

The pioneering work of Gast ef al [14] used thermodynamic perturbation theory (PT) to
calculate the phase behaviour of hard spheres with an added depletion potential of Asakura—
Oosawa (AO) form [13]. Subsequently Lekkerkerker et al [29] calculated the mean-field (MF)
phase diagrams of the AO model. In this model, figure 5, colloids are hard spheres; polymers
are points that do not interact with each other, but are excluded from coming closer than a
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certain distance from the colloidal surface (usually identified as something like the polymer’s
radius of gyration).

Subsequently Meijer and Frenkel [52] simulated spheres mixed with ideal lattice
polymers (LP) and obtained full phase diagrams. Louis et al [53] solved for structure
factors of the AO model using Percus—Yevick closure (PYAO). Later, the same group also
obtained the gas-liquid coexistence curves of the AO model from simulations (SIMAO) as
well as calculated full phase diagrams by obtaining effective potentials between colloids and
interacting polymers (EPIP) [55]. Dijkstra et al obtained the effective potential between
colloids in the AO model (EPAO) using simulations and then calculated full phase diagrams as
well as structure factors [54]. Fuchs et al [56, 57] sought to take account of internal degrees of
freedom of the polymer using an extended version of the ‘interaction site model” from liquid-
state theory (PRISM). Finally, in their contribution to this Special Issue, Lekkerkerker and
co-workers used results from polymer scaling theory (ST) to calculate full phase diagrams [58]
within the framework of the earlier free volume approach [29].

It is not the purpose of this review to discuss these theories and simulations in detail.
Nevertheless, certain features emerging from this ongoing effort are worth bringing out. First,
it is clear that the gross feature of ‘no liquid state unless the polymer is large enough’ is
robust. Secondly, as expected, the larger the size ratio, the more distinct the different models
become. The third feature to emerge from recent theory/simulation is that quantitative aspects,
in particular the positions of various boundaries in the phase diagram and static structure factors,
are very sensitive to the detailed assumptions and approximations used in various calculations.
This means that quantitative comparison between theory, simulation, and experiment should
proceed with care.

Simulations (SIMAO [55]) show that simple approximate schemes [14, 29] give rather
accurate predictions to the gas—liquid binodal of the AO model at large size ratios (§ ~ 1).
These simple approximate schemes are not so accurate as solutions to the AO model at smaller &.
However, it turns out that they give tolerably good accounts of the overall positions of the phase
boundaries of our CP mixture as size ratios £ ~ 0.08 and 0.57 (see the comparisons in [28]).
Two caveats should, however, accompany this statement. First, these simple theories predict
too high a value (20.3) for the crossover size ratio above which a gas-liquid critical point
appears in the phase diagram (see figure 2). The experimental phase diagram at £ ~ (.57
is relatively further away from the experimental crossover at & " ~ 0.24 than the theoretical
phase diagram at €™ = (.57 is from the theoretical crossover predicted at £ ~ 0.3. Arguably,
the experiment and theory should be compared at the same value of (§ — &.)/&., so the
experimental phase diagram at & ~ 0.57 ought to be compared with the theoretical one at
& ~ 0.76. The same point can be made in comparing other measurements (such that those of
structure) with predictions. Note that it is a ‘robust’ feature of all theories and simulations to
date that they give values of & significantly larger than those obtained from experiments (ours,
as well as data from a more complex system [59]). This puzzling disagreement remains to be
resolved.

The second caveat is that the simple theories of [14, 29] underestimate by a few orders
of magnitude the amount of polymer present in the triply-coexisting liquid phase in phase
diagrams with & > &. (see the estimated positions of the phase boundaries in figure 2(c),
as well as explicit measurements for the case of & ~ 0.37 in [30, 60]). Equivalently,
these approximate solutions to the AO model predict far too small a region of liquid—crystal
coexistence. Theories that take more realistic account of the polymer are significantly more
successful in this respect: the polymer concentrations of the triple-coexistence liquids in [55]
and [58] agree with experiments to much better than order of magnitude. (Gas-liquid spinodals
have been calculated using PRISM theory [56]; from these one could estimate an order of
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magnitude for the polymer concentration for the triple-coexistence liquid, which also agrees
much better with experiments.) One reason for the presence of much more polymer than
simple theories would lead us to expect is that the depletion zone thickness decreases with
increasing polymer concentration [58], a feature that can only emerge when there is some
realism in treating the polymers.

Turning to the movement of phase boundaries, the prediction of the PRISM model [56]
directly contradicts that of the PTAO/MFAO models [14, 29], figure 6. Experiments using
another model system in the group of Zukoski confirmed the PRISM model, that is to say, the
gas—liquid boundary moves up in the phase diagram if polymer concentration is given in units
of the overlap concentration [57]. Note, that in the Zukoski model system, the polymers are in
a good (athermal) solvent, while the PRISM model has been solved for a somewhat artificial
‘hybrid’: interacting Gaussian coils. Corresponding experiments in the PMMA colloids + PS
systems remain to be performed.

Finally, there have been few comparisons with experiments in terms of structure. In
our model system, the only published data are CC structure factors, Scc(Q), of the colloidal
liquids at triple coexistence at three values of £ [30]. Available comparisons of these with
theory/simulation [53, 54, 56] show reasonable agreement in terms of the rising amplitudes at
low Q as & — & and an invariant main peak position. Experimentally, however, it was found
that the main peak height also remained more or less constant as £ changes; this aspect has not
so far been reproduced by theory/simulation.

Note that a full characterization of the structure of a CP mixture requires, in principle,
knowledge of the correlation between colloids, between monomers on the polymer and other
monomers (same or different chain), as well as between monomers and colloids. Even
with the drastic simplification of considering only the centre of mass of each polymer (thus
ignoring potential distortion of the average polymer shape [52]), three partial structure factors
are required, CC, CP, and PP. There are some data for Scc(Q) [30]. I am not aware of
published measurements of any other structure factors for our model system or of any other
CP mixtures. Careful contrast matching using partially deuterated colloids, polymers, and
solvent can, in principle, give significant progress here. A note of caution, however, is in
order. Using deuterated polymers and/or solvent will undoubtedly cause movements in the
phase boundary due to changes in the polymer size and non-ideality; it may therefore be
difficult to ensure that different samples in a contrast-variation series in fact correspond to
closely similar thermodynamic state points.
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4. Phase transition Kinetics

In principle, information on phase transition kinetics and metastability comes free during ex-
perimental determination of the equilibrium phase behaviour. In a typical experiment of the
latter kind, a sample of the correct overall composition (colloid and polymer concentrations)
is made up in a cuvette and tumbled to ensure homogenization. Then the homogenized sample
is left undisturbed for observation. If its composition is in a multiphasic region of the phase
diagram, phase separation should occur in the course of time. If the particles are not density
matched to the solvent, then phase separation will lead to the appearance of macroscopic re-
gions of different compositions. These regions can often be visually distinguished by their
different scattering properties (most obviously, colloidal crystallites are iridescent). What I
have just described is a process that takes anything from hours to days to complete in our model
CP mixture. Rather detailed information on phase transition kinetics can therefore be obtained
using a variety of methods—from observation by the naked eye through various imaging tech-
niques to light scattering. Moreover, the kinetic process can get stuck in long-lived metastable
states; this is a hindrance as far as studying equilibrium phase behaviour is concerned; but
the study of metastability is a burgeoning field of condensed matter and statistical physics in
its own right. In this and the next section, I review what is known about the phase transition
kinetics and metastability of mixtures of PMMA colloids and random-coil PS polymers. (For
a brief overview of kinetics and metastability studies on pure PMMA colloids, see [61].)

Perhaps the simplest study of phase transition kinetics one could imagine in a model CP
mixture is the homogeneous nucleation of colloidal crystal in a system with & < &, with the
sort of phase diagram shown in figure 2(a). The addition of polymer in this case simply widens
the crystal-fluid coexistence region of pure hard spheres. There is significant knowledge of
crystal nucleation in pure PMMA colloids from light scattering [62] and microscopy [63, 64].
Simulations of the nucleation rate are also available for direct comparison with experimental
data [65]. The kinetics of homogeneous nucleation of colloidal crystals in the expanded fluid—
crystal coexistence region in CP mixtures at low & has not been studied. Building on recently
emerging results on hard-sphere [65] and soft-sphere nucleation [22], it would certainly be of
interest to know how a short-range interparticle attraction affects nucleation kinetics. It would
also be of interest to know whether the effective potential picture is adequate for modelling
kinetics, or whether, for this purpose, it is essential to treat the colloid and polymer on an equal
footing and consider binary nucleation (see, e.g., the discussion and references in [66]).

While single-stepped, homogeneous nucleation has not been studied in the small-£ regime
of our model CP mixture, this system has been used to study perhaps one of the simplest
examples of a multi-stepped kinetic pathway. To see why this is the case, consider what happens
to the gas—liquid binodal when & becomes progressively smaller. When it ‘disappears’ from
the equilibrium phase diagram at £ < &, it can be considered as having gone into ‘hiding’ as
a ‘metastable phase boundary’ in the equilibrium fluid—crystal coexistence region, figure 7(a).
A more formal version of this statement can be made by considering the free energy of our
system. Justinside the fluid—crystal coexistence region, only a single ‘common tangent’ can be
constructed between the fluid and crystal branches, the cotangency points giving the densities
of coexisting fluid and crystal phases, figure 7(b). At higher polymer concentrations, however,
the fluid branch develops a point of inflection, figure 7(c); thereafter, a common tangent can be
constructed on this branch alone, giving the densities of two coexisting fluid phases (gas and
liquid), which can be plotted as a gas—liquid binodal completely buried within the equilibrium
fluid—crystal coexistence region.

This fluid—fluid coexistence is metastable relative to the fluid—crystal coexistence given by
the common tangent between the fluid and crystal branches. Thus, in the long run (i.e. when
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Figure 7. (a) A schematic diagram of the metastable gas—
liquid binodal ‘buried’ within the equilibrium fluid—crystal
coexistence region in the phase diagram of a CP mixture at
low & (say, ~0.1; cf figure 2(a)). Above the bold curve and
below the dashed curve, homogeneous nucleation of colloidal
crystals should occur. Above the dashed curve, the system
can also undergo (metastable) gas—liquid phase separation en
route to crystallization. (b) The free energy density (F//V)ofa
sample at point ‘a’. A single double tangent can be constructed
between the fluid and crystal branches, giving the densities of
coexisting fluid (¢¢) and crystal (¢.) phases. (c) The free
energy density of a sample at point ‘b’. The fluid branch
now has double minima. The double tangent between these
two minima gives the densities ¢, and ¢ on the metastable
gas-liquid binodal (dashed curve in (a)). The double tangent
between the fluid and crystal branch still gives the densities
of the (thermodynamically stable) coexisting fluid and crystal
phases (¢r and ¢).

equilibrium has been reached), one expects fluid—crystal coexistence. However, kinetically,
one may expect gas—liquid phase separation to proceed faster than crystallization: it does not
involve symmetry breaking, and (under the right conditions) it can proceed via the very fast
route of spinodal decomposition. These considerations suggest that a homogeneous sample
within the metastable gas—liquid binodal may first undergo gas—liquid phase separation, and
only subsequently nucleate crystals to reach final equilibrium. Furthermore, we may expect
the majority of crystals eventually to nucleate out of the metastable liquid phase, since it is
considerably closer in density to the crystals than the gas phase with which it is in (metastable)
coexistence.

That there is such a ‘buried’ gas—liquid binodal in the expanded fluid—crystal coexistence
region was suggested in one of the first publications on our model system [24], and there were
indeed early hints of incipient gas—liquid phase separation deep enough inside this region [67].
Due to complications from gelation (for which see the next section), ‘clean’ observation of a
mixture at low & firstundergoing gas—liquid phase separation and then homogeneous nucleation
of colloidal crystals to give final fluid—crystal coexistence has only just been achieved [36, 68],
in a system with & ~ 0.22 at 30 °C. Note that this process is an instance of the ‘Ostwald step
rule’ [69], which suggests that phase transformation proceeds via all metastable intermediates
in turn. A similar, two-stepped crystallization mechanism has also been observed by Hobbie
in a binary hard-sphere system (where the smaller spheres cause a depletion attraction between
the bigger ones) [70].

A theoretical basis can be provided for this two-stepped phase separation scenario by
solving for the dynamics of the interfaces between a metastable phase sandwiched between
the two thermodynamically stable phases in a biphasic region. A simple one-dimensional
model [71-73] shows that the width of the metastable region will grow just inside a metastable
phase boundary buried within an equilibrium two-phase region.

The argument leading to the prediction of fluid—crystal phase separation via the
intermediate step of gas—liquid phase separation can be generalized, using a line of reasoning
first suggested by Cahn in the context of metallurgy [74]. Cahn’s argument provides a means
of carving up the equilibrium phase diagram into a map of different kinetic regimes where
distinct kinetic pathways are variously permitted or disallowed. The case of the fluid—crystal
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coexistence region for the low-£ system already considered is an example. Just across the fluid—
crystal coexistence boundary, homogeneous nucleation of crystals is the only permitted kinetic
pathway. Across the metastable gas—liquid binodal, however, the two-stepped mechanism
sketched above becomes also possible; an educated guess suggests that this mechanism should
dominate, at least initially. The same procedure has been applied in detail to homogeneous
samples within the triple triangle in a system with & ~ 0.37 (cf the phase diagram topology
in figure 2(c)) as they separate into coexisting gas, liquid, and crystal phases [60, 75]. A
pedagogical discussion of how to turn equilibrium phase diagrams into such kinetic maps
applicable to any soft-matter system can be found in [76].

A further interesting kinetic issue that could, in principle, be addressed using our model
system is that of the influence of a nearby gas—liquid critical point on crystal nucleation, an
issue that has arisen in the context of protein crystallization [77]. An obvious way to study
this issue is to investigate crystal nucleation in the vicinity of the critical point of the buried
gas—liquid binodal in a system with small & (cf the discussion at the beginning of this section),
although in practice gelation and other non-equilibrium aggregation phenomena may render
the metastable critical point inaccessible (see the next section). More intriguingly, there is also
the possibility of studying the nucleation of crystals from a homogeneous sample within the
triple triangle in our model system with & ~ 0.24. The phase diagram in figure 2(b) shows
that the gas-liquid critical point has practically merged into the gas—liquid edge of the triple
triangle, so crystal nucleation in a three-phase coexistence sample in fact takes place close to
a gas—liquid critical point. Such experiments remains to be carried out.

5. Long-lived metastable states: gels and glasses

When an off-equilibrium system evolves towards equilibrium, it sometimes finds itself ‘stuck’
in long-lived metastable states with rather well-defined bulk properties that only very slowly
change with time. Understanding such long-lived metastable states is one of the outstanding
challenges facing 21st century physics; it is also very important for practical applications—
many industrial products (and, in fact, all living systems!) are in long-lived metastable states.
In this section, I review what is known about such states in our model CP mixture at small &;
long-lived metastable states in systems with £ > & have been little studied to date.

5.1. The high-density limit: multiple glassy states

Equilibrium statistical mechanics predicts that the lowest free energy state for an assembly
of hard spheres is fully crystalline at all volume fractions ¢ > 0.545. Experimentally, non-
density-matched PMMA colloids fail to crystallize above ¢ ~ 0.58 [1]. The dynamic structure
factor also fails to decay completely within rather long experimental time windows [6]. This
has been interpreted as a glass transition occurring at ¢, ~ 0.58 due to the caging of particles
by their neighbours. Mode-coupling theory receives substantial support when applied to
experimental data from PMMA colloidal glasses [78].

Using our model CP mixture with small &, we have recently studied how the hard-sphere
glass transition is perturbed by a short-range interparticle attraction [79]. It turns out that the
glass transition line is re-entrant; figure 8. Consider a sequence of samples at ¢ ~ 0.61. The
sample without polymer (A) is a pure hard-sphere glass. Addition of a little polymer ‘melts’
the glass, and brings about crystallization (e.g. sample B). The presence of even more polymer,
however, leads to non-crystallization once more (e.g. samples C-E), suggesting another glass
transition.

One possible (heuristic) explanation of this re-entrant glass transition is as follows; figure 9.
In the pure hard-sphere glass, each particle is ‘caged’ by its neighbours. The presence of a
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Figure 8. Equilibrium and non-equilibrium behaviour of
a CP mixture at £ = 0.08. Samples that reached thermal
equilibrium (open symbols): fluid (triangles), fluid—
crystal coexistence (diamonds), fully crystalline (inverted
triangles); samples that did not reach thermal equilibrium
(filled symbols): repulsion-driven glass (circles) and
attraction-driven glasses (squares). Dashed curves:
guides to the eye to the observed non-crystallization lines.
Continuous curves: MCT predictions of glass transition
lines. (rcp = estimated random close packing in this
slightly polydisperse colloid.) Reproduced from [79].

0

Figure 9. A schematic representation of the mechanism
giving rise to the re-entrant glass transition shown in the
previous figure. (a) A repulsion-dominated glass—the
central (shaded) particle is caged by its neighbours (and
also forms part of the cages of its neighbours). (b) A
little short-range attraction leads to the clustering of
the cage and opens up enough gap to allow the central
particle to escape—the repulsion-dominated glass melts.
(c) Sufficient short-range attraction, however, means the
‘everything is stuck to everything else’—the system ar-
rests again into an attraction-dominated glass. Note that

this picture suggests a significantly higher degree of struc-
tural inhomogeneity in the attraction-dominated glass.

sufficiently deep short-range attraction, brought about by the addition of polymer, leads to
clustering of the particles in the cage, so that long-range particle motion becomes possible
again. The addition of even more polymer, however, leads to an interparticle attraction so deep
that all particles are stuck to each other, once more giving rise to structural arrest. This leads
us to distinguish between two types of glass—repulsion dominated, and attraction dominated.
Dynamic light scattering provides support for this picture [79]: the non-decaying part of the
dynamic structure factor in repulsion-dominated glasses is significantly smaller than that in
attraction-dominated glasses. In the former, particles ‘rattle’ in their cages, while in the latter,
they are confined by the (very short-range) interparticle attraction. Simulations and mode-
coupling theory calculations also support this picture (see [79] and references therein).

Much remains to be done to elucidate the differences between these two kinds of glass.
An obvious tool to employ to study them is confocal microscopy. (One synthesis of suitable
fluorescent PMMA particles for confocal microscopy has been described recently [80].) Apart
from the possibility of directly confirming the picture sketched in figure 9, confocal microscopy
can also give information on, e.g., dynamic heterogeneities [81] (as has been done for pure
hard-sphere colloidal glasses [82]). Mode-coupling theory predicts that the shear moduli of
attraction-dominated glasses should be significantly higher than those for repulsion-dominated
glasses [83]—this remains to be confirmed. We may also expect that the rotational diffusion
of particles to be much more restricted in the attraction-dominated regime; this hypothesis can
be tested using, for example, time-resolved phosphorescence depolarization [84]. One may
expect that the ageing behaviour (essentially, dependence of the dynamics on the ‘waiting time’
between sample preparation and commencement of measurement) should be different for these
two types of glass—detailed dynamic light scattering can throw light on this issue. Finally,
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mode-coupling theory predicts that the re-entrant glass transition disappears when the interpar-
ticle attraction has long enough range [83]. This can be tested using our model system at high .

It is tempting to speculate whether the existence of repulsion-and attraction-dominated
glasses in such a simple model system may illuminate an issue that has been controversial in
the atomic and molecular glass literature for some time (see, e.g., [85] and references therein):
is the glass transition mainly temperature or volume/density driven? Stated differently, the
issue is whether we have mainly an energetic or entropic effect. A recent study of triphenyl
phosphite [85] found that around ambient pressure, energy (or temperature) is the dominant
variable, although the authors suggested that at elevated pressure, density could become the
dominant effect. In this language, our model system is driven to structural arrest in the
repulsion-dominated regime by volume/density/entropy, while the attraction-dominated glass
is arrested largely because of energy/density. There is thus at least a superficial resemblance.
Whether there is any deeper connection remains to be seen.

5.2. Lower densities: clusters and gels

The existence of a metastable gas—liquid binodal buried in the equilibrium fluid—crystal
coexistence region of the small-§ phase diagram has already been reviewed in section 4.
Evidence for the presence of this was found in some of the earliest experiments in our model CP
mixture. Immediately across the fluid—crystal coexistence boundary, homogeneous nucleation
of colloidal crystal throughout the bulk of a sample was observed. Deeper into the coexistence
region, however, light scattering signatures consistent with the initial stages of gas—liquid phase
separation could be seen [67], although the complete two-stepped sequence of gas—liquid phase
separation followed by crystallization did not occur. Even deeper into equilibrium fluid—crystal
coexistence region, transient gelation was observed.

One of the most characteristic signatures of a sample undergoing transient gelation again
comes from light scattering [67]: aring of intensity develops in the forward direction, brightens
and moves to smaller angles. After a minute or two, the collapse of this small-angle ring appears
to be arrested, as are the fluctuations of the speckles on the ring. This situation persists for
a finite period of time, the ‘latency period’ tr,, and then a sudden collapse of the small-angle
ring to essentially zero angle occurs, and rapid speckle fluctuations resume. (For a review of
similar light scattering observations in other systems where gelation is more permanent and
the ring collapse is not reported, see [86].)

Direct observation of the height of the colloid-rich portion of the sample as a function of
time gave a characteristic ‘inverse sigmoidal’ plot. During 7, sedimentation was very slow (or
even entirely absent); suddenly, however, at the same time as the collapse of the small-angle
scattering ring, sedimentation would speed up by an order of magnitude until a sediment builds
up and sedimentation slows down again. This phenomenon of ‘delayed sedimentation’ is well
known in the literature for particulate or droplet dispersions with short-range attraction (see
references in [87]).

Simple physical considerations would lead us to expect gelation in a system of colloids
with strong, short-range attraction. Particles stick as they meet to form larger and larger
ramified clusters; these clusters eventual fill space to give a gel. In the limit of infinitely
deep and zero-range interparticle attraction, this is the process of ‘diffusion-limited cluster
aggregation” (DLCA); figure 11(a). The simplest computer model of DLCA reproduces the
observed frozen small-angle scattering ring [88, 89]. The length scale associated with this
peak corresponds to that of the clusters that touch to fill space. This picture is expected to
apply to samples deep within the transient gelation region, with latency periods of many hours.
Simulations of DLCA with finite bond strengths (particles stick on contact, but bonds can
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Figure 10. A schematic representation of the observations in a CP mixture with & ~ 0.08 [67].
A number of samples with ¢ < ¢r = 0.494 were studied. Immediately above the equilibrium
fluid—crystal coexistence boundaries (bold curves), homogeneous nucleation of colloidal crystals
was seen. In region (a), samples showed incipient gas—liquid phase separation, while in region (b)
transient gelation was observed. The bold dashed curve is therefore taken as part of the metastable
gas-liquid binodal (which is presumed to continue along the thin dashed curve), while the dot—dash
curve is the gelation boundary. A sample with composition given by the dot would, as a first step
towards eventual crystallization, want to undergo gas—liquid phase separation to give phases with
compositions given the ends of the tie line indicated (squares). Butthis tie line intersects the gelation
boundary, so the gas—liquid phase separation becomes arrested. In [67], where a CP mixture with
& ~ 0.08 was studied, the gel boundary intersects the metastable gas—liquid binodal at ¢ ~ 0.4.

Figure 11. Simulation of diffusion-limited cluster aggregation of particles on a square lattice at
area fraction 0.3 with different nearest-neighbour bond energies E. (a) E = —oo (the DLCA
limit); the final stage is shown, where particles have formed a system-spanning cluster (or gel);
(b) E = —3 kgT, where a system-spanning cluster (or gel) at a late stage is shown—note
that the ‘strands’ in the spanning cluster are thicker, an indication of local restructuring; (c) at
E = —1.5kgT,no system-spanning cluster is ever formed—more or less compact clusters continue
to evolve. Reproduced from [90].

break with finite probability) [90] show that the local structure can now be expected to be more
compact due to rearrangements, although ramified clusters are still expected on longer length
scales; these ramified cluster should again fill space, leading to gelation; figure 11(b). Real-
space confocal imaging [91] provides support for this structural picture of gels in mixtures of
PMMA colloids and PS. At even lower bond energies, local restructuring becomes so fast that
more or less compact clusters of particles are formed; these fail to connect up to fill space;
figure 11(c). The balance between thermally driven restructuring and aggregation determines
the position of the gel boundary [90].

After formation, the particles gels described in the last paragraph continue to undergo
restructuring. Some of the restructuring is undoubtedly driven by thermal fluctuations. In non-
density-matched samples, gravity-driven solvent flow as the gel structure slowly sediments
may also play a role. In these non-density-matched samples, dark-field imaging [87, 92]
shows that such restructuring eventually opens up ‘channels’ allowing rapid back-flow of
solvent, which in turn leads to large-scale breakdown of the gel structure and the onset of
rapid sedimentation. A study of gels in a more complex system (charged latex + worm-like
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Figure 12. A low-magnification micrograph of a sample with
& ~ 0.08 that completely filled its container and was tumbled
slowly to simulate zero gravity. Left undisturbed, this sample
would have shown transient gelation. Instead, it now gives
clusters. Horizontal extent: ~1 mm. The larger clusters are
~0(10%) particle diameters wide. Reproduced from [94].

micelle) suggests that similar physics may operate there [49]. A model has been proposed
to explain why the properties of such gels, including the measured latency period 11, may
be dependent on their shapes due to the existence of a ‘stress transmission length scale’ [93].
The consequence of restructuring after gelation in a density-matched sample has not yet been
investigated systematically.

Consider now a sample with composition between the metastable gas—liquid binodal and
the gelation boundary (region (a) in figure 10). After homogenization, thermodynamics would
drive this sample to undergo gas—liquid phase separation (and thereafter, crystallization; see
section 4). The putative liquid phase that develops in this process, however, will have a
composition that takes it across the gelation boundary. This apparently leads to an arrest of the
gas—liquid phase separation process, and gives rise to a sediment with colloid density somewhat
above that of the starting, homogeneous sample but still lower than that of the putative liquid
phase if gas—liquid phase separation had proceeded to completion [94, 95]. Preliminary light
scattering experiments suggest that particle motion in such sediments are arrested [94]. (A
similar scenario was first discussed in these terms by di Pietro and Piazza in a somewhat more
complex system [96].)

Remarkably, in a density-matched experiment using the same model system, Segre and co-
workers observed long-lived clusters of particles [97]. Presumably under gravity, these clusters
would sink and give rise to the sediment already described. The effect of zero averaged gravity
can be achieved in a non-density-matched system if a sample completely filling a container is
tumbled slowly. When this is done to a sample that otherwise would show transient gelation,
and a drop of it was observed under low magnification in a microscope, clusters were also
observed [94]; figure 12. In passing, note that a transient gelation sample producing clusters
instead under zero average gravity suggests strongly that the position of the gel boundary is
gravity dependent [86].

The detailed mechanism(s) whereby the gelation boundary actually interferes with gas—
liquid phase separation remains to be worked out.

Note that since in the & ~ 0.08 system studied in [67] gas—liquid phase separation
appeared always to be arrested, the gelation boundary must intersect the metastable gas—liquid
binodal to the left (lower ¢) of the critical point. This is consistent with PRISM calculations
predicting that around this size ratio, the (metastable) critical point should be at ¢ = 0.4 [56].
If, on the other hand, the gelation boundary cuts the metastable gas—liquid binodal to the
right (higher ¢) of the critical point, then proper gas—liquid phase separation (followed by
crystallization) should be possible for some samples. The metastable critical point moves to
lower colloid volume fractions as & increases, and appears at ¢ ~ 0.2 when it finally becomes
thermodynamically stable at & = & (cf figure 2(c)). This is presumably the main reason that
we have recently observed the complete, two-stepped process of gas—liquid phase separation
followed by crystallization in a system with & ~ 0.2 [36, 68] (see section 4).
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The very low-density (¢ ~ O(1072)) regime of the colloidal PMMA + PS system at
& ~ 0.08 has recently been studied in some detail by Lekkerkerker and co-workers [98]
using confocal microscopy and small-angle light scattering [99]. Increasing the polymer
concentration from zero, these authors successively observed stable single-phase fluids,
nucleation of colloidal crystals, two regimes of aggregation behaviour which they labelled
as ‘RLCA’ (reaction-limited cluster aggregation) and ‘DLCA’, and transient gelation at the
highest polymer concentrations. In the ‘RLCA’ regime, there were rather compact, amorphous
clusters of particles, while in the ‘DLCA’ regime, the clusters became ramified. It is possible
that the former may correspond to what I have called arrested gas—liquid phase separation,
while the latter may correspond to the cluster phase identified by Weitz and co-workers [97].

The task of predicting theoretically the position of the gel boundary has received significant
recent attention. A quantitative approach is mode-coupling theory. The attractive-glass
transition line that it predicts at high densities (section 5.1) continues to low densities. The
significance of this mode-coupling theory line at low ¢ is, however, unclear. At this line, the
theory suggests that the system drops out of equilibrium locally due to long-lived interparticle
bonds. In a dense system, in particular a system that is above the percolation threshold, it
is clear that this situation may lead to global non-ergodicity. The same is not true at low
densities. Indeed, mode-coupling theory calculations using realistic CP mixture parameters
give a transition line at low ¢ that has a significantly wrong slope compared to the experimental
gel boundary [100]. Preliminary calculations suggest that a mode-coupling theory for the
growing clusters may fit better with observations [101].

Note that comparing the non-equilibrium behaviour of different experimental CP mixtures
with small & (or, more generally, different ‘sticky-particle’ systems) requires extreme care.
At least four ‘boundaries’ of various kinds may lie ‘buried’ inside the equilibrium fluid—
crystal coexistence region: a metastable gas—liquid binodal with its associated spinodal and a
gelation boundary (which may or may not be associated with the non-ergodicity line transition
predicted by mode-coupling theory); the equilibrium percolation line may also play a role.
Current theoretical evidence suggests that the positions of these boundaries, both absolutely
and (more importantly) relative to one another, are very sensitive functions of system and
external parameters such as the range of the interparticle potential [57, 102]. Gravity almost
certainly also plays arole [86]. Itis therefore unsurprising that data from different experimental
systems (different CP mixtures as well as other ‘sticky-particle’ systems, such as protein
solutions) often appear to differ (or even conflict) in details. Reconciling these observations
may have to await the availability of a comprehensive theoretical framework in which the role
played by these (and possibly other) boundaries in controlling non-equilibrium kinetics can be
discussed, at least qualitatively.

The way in which the range of non-equilibrium behaviour reviewed here influences the
drying behaviour of a drop of CP mixture has recently been studied [103]. A drop with
composition within the gelation boundary dries rather homogeneously, because the rigidity of
the gel structure prevents flow within the droplet. Such flow occurs in drops with composition
below the gelation boundary. Here, it appears that fluctuations play an important role in
determining whether the drying will be essentially homogeneous or heterogeneous.

6. Summary and outlook

The system I have reviewed is a remarkably simple one: a suspension of nearly-hard-sphere
colloids with added non-adsorbing, random-coil polymers that are nearly ideal. Detailed
study of one experimental realization of this system over more than a decade has uncovered
a range of interesting behaviour, especially in the non-equilibrium regime. The simplicity of
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the experimental system has greatly facilitated comparison with theory and simulation, which
in turn has led to rather detailed understanding of many of the experimental observations,
although significant puzzles remain.

The increasingly complete understanding of this model system should give a good
reference point for elucidating the behaviour of more complex mixtures. It also appears,
however, that much of the physics revealed has generic relevance well beyond soft-condensed-
matter physics. In the equilibrium realm, the study of our simple model has thrown light on
the conditions needed for the existence of the liquid state itself as well as the crystallization
of globular proteins. In the non-equilibrium arena, the results reviewed here have led to new
understanding of how metastable minima in the free energy can control kinetic pathways and
of the nature of glasses.

Many of the gaps in our knowledge of the colloidal PMMA + PS model system have
already been pointed out in the main body of this review. No mention has been made so far,
however, of flow and rheology. There is little doubt that the study of these topics will yield
much fruit in the near future. Thus, for example, investigation of the behaviour of gels in
our model system under oscillatory flow using diffusing wave echo spectroscopy and confocal
microscopy is under way in Edinburgh [104]. The interfacial properties of this model system
have also not been studied in any detail except for the observation of wall crystals [36, 68].

Other well-characterized CP systems exist, although knowledge of their behaviour is more
limited. One of the most promising is sterically stabilized silica + random-coil PS [57] or
polydimethylsiloxane (PDMS) [105, 106]. An important advantage of the silica model system
is that well-characterized particles with radii down to a few nm can routinely be synthesized.
This enables the detailed experimental study of a number of areas that will prove difficult using
our model system (where such small particle sizes are unavailable). One obvious topic is that of
interfaces. The scale of the interfacial tension between coexisting colloid gas and liquid phases
is set by kg T/ R?; even with R as small as ~(10) nm, the measurements are challenging (but
possible [105, 106]). Another area where small particles are needed is the study of systems with
& > 1 (and, a fortiori, >1) (see, e.g. [57]). Apart from its intrinsic interest, a system in which
the polymers are bigger than the colloids forms an important model for some areas of biology.
Finally, the use of smaller particles means that the effect of gravity can be minimized without
recourse to density matching using solvent mixtures (with its concomitant complications, such
as particle swelling).

In summary, it is clear that the study of simple mixtures of colloidal PMMA + random-coil
PS has yielded much new physics. There is little doubt that the harvest will continue in the
next few years from this and similar model systems.
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